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Disclaimer

The views and opinions expressed in the following PowerPoint slides are those of
the individual presenter and should not be attributed to DIA, its directors, officers,
employees, volunteers, members, chapters, councils, Communities or affiliates,
or any organization with which the presenter is employed or affiliated.

These PowerPoint slides are the intellectual property of the individual presenter
and are protected under the copyright laws of the United States of America and
other countries. Used by permission. All rights reserved. DIA and the DIA logo are
registered trademarks or trademarks of Drug Information Association Inc. All other
trademarks are the property of their respective owners.
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Objective

We would like to bring the complex concept and methods about conditional and marginal treatment effect into a
simplified and interpretable way. Potential topics including adjusted or unadjusted analysis; stratified vs unstratified
hazard ratio; collapsibility and subgroup; p-values; etc. We will give clinically relevant opinions and recommendations
based on our interpretation and illustrate the idea using some case studies.
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Motivation

E9(R1) STATISTICAL PRINCIPLES
FOR CLINICAL TRIALS:
ADDENDUM: ESTIMANDS AND
SENSITIVITY ANALYSIS IN
CLINICAL TRIALS

Guidance for Industry

Additional copies are available from-
Office of Communications, Division of Drug Information
Center for Drg Evaluation and Research
Food and Drug Administration
10001 New Hampshire Ave., Hillandale Bldg., 4* Floor
Silver Spring, MD 20993-0002
Phone: §33-343-3754 or 301-796-3400; Fav: 301-431-6333
Email: druginfo/afda.hhs. gov

liance-reguiarory-i
and/ar
ice of C i Guireach and Develop
Center for Biologics Evaluation and Research
and Drug Administration
hire Ave,, Bldg. 71, Room 3128
ing, MD 20993-0002
Phone: 300-835-4709 or 240-402-8010
Email: ocodafda.hhs.gov
mpliance

drusz

Food
10903 New Hamps
Silver

nrpswww fla gov:

U.S. Department of Health and Human Services
Food and Drug Administration
Center for Drug Evaluation and Research (CDER)
Center for Biologics Evaluation and Research (CBER)

May 2021
ICH

Revision 1

Adjusting for Covariates
in Randomized Clinical
Trials for Drugs and

Biological Products
Guidance for Industry

DRAFT GUIDANCE

U.5. Department of Health and Human Services
Food and Drug Adminisiration
Center for Drug Evaluation and Research (CDER)
Center for Biologics Evaluation and Research (CBER)

May 2021
Biostatistics

Revision 1

B

ICH E9 encourages the identification of
“covariates and factors expected to have
an important influence on the primary
variables”

Adjusting for baseline covariates in
statistical analysis of a randomized
clinical trial can result in more efficient
use of the data

ICH E9(R1) requests a precise
description of the treatment effect
reflecting the clinical questions posed by
the trial objective

« Estimation for a treatment effect should align with
the estimand
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Adjusting for Covariates is a Common Practice

Continuous endpoint
Y =By + P12 + (X
Adjustment for baseline covariates can

. Compensate chance imbalance between treatment groups

. Reduce the variability of the estimated treatment effects (narrower confidence interval, more powerful hypothesis
testing)

. Still be valid for inference on the average treatment effect even when the regression model dose not fully capture
the relationships between the outcome, treatment and covariates (Lin 2013)

Does these good properties also apply to
Binary endpoint

Time-to-event endpoint
A(t) = Ao(t) exp(B1Z + f2X)

Note: Z for treatment; X for covariates
Source: Lin, W., 2013. Agnostic notes on regression adjustments to experimental data: Reexamining Freedman’s critique. The Annals of Applied Statistics, 7(1), Page 12 DIA community
pp.295-318.



Adjusted Model vs Unadjusted Model
Conditional Treatment Effect vs Marginal Treatment Effect

Unadjusted Model Adjusted Model

Y =00+ B2
logit(Pr(Y = 1)) = By + f1Z
A(t) = Ao (¢t) exp(B12)

Y =80+ B1Z + B2X
logit(Pr(Y = 1)) = By + B1Z + B, X
A(t) = 2o (t) exp(f1Z + f2X)

« Average treatment effect had all patients
with covariates X taken treatment vs had
they all taken control

« Assuming constant treatment effect
across subgroups defined by covariates

« Average treatment effect had all patients
taken treatment vs had they all taken
control

{ Marginal treatment effect ]

{ Conditional treatment effect ]

© 2021 DIA, Inc. All rights reserved. Page 13 D IA community



Linear Model

* Y =00+ pb1Z+BX
« Marginal estimand coincides with conditional estimand
« Efficiency gain by reducing residual variance if the covariates are prognostic

Non-linear Model

o logit(Pr(Y =1)) = By + B1Z + X

« A(t) = Ao(®) exp(B1Z + B X)
« Marginal estimand and conditional estimand differ for common efficacy measures, such as

Odds ratio for binary endpoint
Hazard ratio for time-to-event endpoint

« Adjusted estimator associated with a larger variance and (point estimate) further away from
the null

© 2021 DIA, Inc. All rights reserved. Page 14 DIA community



Marginal Mean Difference Equals to Conditional Mean

Difference
Percentage of Mean of change Mean
target difference
population New drug Placebo A
Males 50% 4 4
Females 50% 2 4
Combined 100% 3 4

Treatment effect in each subgroup defined by gender are identical, A = 4 (conditional)

Treatment effect in the combined population is the same, A = 4 (marginal)

Page 15 DIA community



Marginal Odds Ratio Differs from Conditional Odds Ratio

Percentage of

Success rate

target Odds ratio
population New drug Placebo
Males 50% 80.0% 33.3% 8.0
Females 50% 25.0% 4.0% 8.0
Combined 100% 52.5% 18.7% 4.8

« Treatment effect in each subgroup defined by gender are identical, OR=8 (conditional)

« Treatment effect in the combined population is different, OR=4.8 (marginal)

Source: FDA Guideline. (2021), Adjusting for Covariates in Randomized Clinical Trials for Drugs and Biological Products Guidance for Industry
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Marginal Odds Ratio Numerically Moves Away from the
Conditional Odds Ratio As the Prognostic Effect Deepens

 Two subgroups (s; and s,) have equal
prevalence
« (Odds ratio is constant within each subgroup 30
(OR=3)
* In control arm
« Pr(Y =1]|sy,control) = 0.1
« Pr(Y = 1|s,, control) varies in [0.1, 0.9]
 Intreated arm
e Pr(Y =1|sy,treated) and
Pr(Y = 1]s,, treated) can be derived
through the constant OR N S
- Marginal odds ratio in the overall population PriY=Tls2, control
IS calculated through

pr(Y = 1|treated)/ pr(Y = O|treated)
Pr(Y = 1|control)/ pr(Y = 0|control)

M
o

Marginal Odds Ratio

Page 17 DI/A\ community



Why Marginal Effect Differs From Conditional Effect

Average over X

-

Average over X

_

may not work

E(Y|treated, X = x)| , E(Y|treated)
X|E(Y|control, X = x)| ™ E(Y|control)

Average over X

For more comprehensive and formal explanation please refer to: Daniel, R., Zhang, J., & Farewell, D. (2021). Making apples from oranges:
Comparing noncollapsible effect estimators and their standard errors after adjustment for different covariate sets. Biometrical Journal, 63, 528-557.

© 2021 DIA, Inc. All rights reserved. Page 18 D IA community



A Real Example

 Arandomized placebo-controlled trial to compare drug A to placebo for a

disease

« Primary endpoint is a binary response variable

P1 Po
1-p1" 1-po
« p, and p, are response rates in treatment and control arms, respectively

 Primary estimand uses the marginal odds ratio

* Primary analysis uses the logistic regression including treatment and

baseline covariates

« Regression coefficient as the estimate of the primary estimand

Page 19 DI/A\ community



FDA Comments

« “Estimand uses the marginal odds ratio, but the logistic regression uses the
conditional odds ratio, which does not align with the estimand”

« “Clarify whether the population-level summaries are marginal odds ratios or
conditional odds ratios, and provide adequate clinical justifications for these
choices”

* “For conditional odds ratios, the definitions of the estimand should include the
variables (and their transformations) on which the odds ratios will condition”

« “The choice of estimand should inform the choice of analysis approach, not the

reverse”

Page 20 DIA community
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Estimate Marginal Effect with Covariate Adjustment

Standardization (estimating standardized outcome distribution
using covariate specific estimates of the outcome distributions)

1. Model fitting: fit a regression model (e.g., GLM) considering treatment and
pre-specified baseline covariates

2. Prediction: predict potential outcomes under treatment and under control
for each patient

3. Average: average treatment effect on predicted outcome
4. Obtain a proper standard error (e.g., delta method, bootstrap)

Page 22 DIA community



Simulation Studies to Understand the Potential Benefit of
Standardization

 Data generation

« Generalized linear model for binary outcome:
Pr(Y=1Z=2X=x)=g" 1B, +ﬁ1z + Bx)
Z is treatment; X~N(0,1) |s baseline covariate
g~ 10 is the link function where we considered log link and probit link

* Number of simulations: 1000
 Target treatment effect: marginal treatment effect
 Analysis method

« Logistic regression without covariate adjustment
* Logistic regression with covariate adjustment + standardization

e Performance measure
« Robustness of standardization: bias, SE
« Efficiency of standardization: relative SE

Page 23 DI/A\ community



Robustness of Standardization

 DatagenerationP(Y=1|Z =2z X =x) = exp(—| — 1.8+ 1.6z — 0.6x]|)
« Summary measure: odds ratio (OR)

N=200 N=500 N=1000 N=2000

Method Bias(SE) Bias(SE) Bias(SE) Bias(SE)
Unadjusted estimator 0.93(3.43) 0.32(1.84) 0.20(1.22) 0.06(0.83)
Standardization 0.95(3.31) 0.33(1.78) 0.21(1.20) 0.06(0.81)

* The standardized estimator is consistent when generalized linear
model is misspecified in randomized trials (Rosenblum and

Steingrimsson, 2018)

Page 24 DI/A\ community



Efficiency of Standardization

- Datageneration:P(Y=1|Z =2z, X=x) = ®(-1.8 + 1.6z + ,x)
« (,=0,051,15,2,4,6,8

B 0 0.5 1 1.5 2 4 6 8
Relative SE
(standardization/unadjusted 100 09 085 079 070 050 043 0.39
estimator)

Adjusting for prognostic covariates improves efficiency for estimating marginal
treatment effect

Page 25 DIA community



Marginal Estimand Can be Helpful

« Estimating a marginal effect by standardization approach can in general

lead to efficiency gain
« The efficiency gain can be sizable when the covariate effect is strong

 Enhance understanding of the strength of the covariate effect before applying the

approach with pre-specification

 To enhance comparability — apple to apple comparisons across data

sources

* Interpretation and numerical results is based on the pre-defined population

of interest

Page 26 DI/A\ community
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Challenges on Time-to-event Outcome

B
B
B
B

A(t) = A5(t) exp(6z) — unadjusted model — marginal estimand

A(t) = A5(t) exp(6z + fx) — adjusted model — conditional estimand

Proportional hazard assumption can only hold for at most one of the above models
If the adjusted model is true, marginal hazard ratio in the overall population varies
over time

e 0-0(t)

* The estimated HR under marginal model can be interpreted as average HR (Rauch et al
2018)

» The censoring distribution also plays a role in the interpretation, which adds further
complexity

Rauch, G., Brannath, W., Briickner, M. and Kieser, M., 2018. The Average Hazard Ratio—A Good Effect Measure for Time-to-event Endpoints when the
Proportional Hazard Assumption is Violated?. Methods of information in medicine, 57(03), pp.089-100. Page 28 DI/A\ community



A Simulation Approach to Estimate Marginal HR Through
Covariates Adjusted Model (Daniel et al 2020)

/StepA )
Model fitting: fit a Cox regression model considering treatment and pre-specified baseline covariates

*  Prediction: predict the survival function under treatment and under control for each patient
 Average: average the survival function under treatment and under control:

\_° Simulation: simulate a set of event times using the average survival functions )

[

J

Step B

« Same as part A but reverse the censoring indicator (being censored is the event of interest)
\.

/Step C h
«  The observed time is the minimum of the simulated event time (from Part A) and the censoring time
(from Part B)

 Fit a Cox model on the simulated data using treatment as the only explanatory variable to estimate the

marginal HR
J
i Step D )
« Repeat Step Ato Step C to get the empirical distribution of the estimated marginal HR
\ J

Daniel, R., Zhang, J., & Farewell, D. (2021). Making apples from oranges: Comparing noncollapsible effect estimators and their standard errors after
adjustment for different covariate sets. Biometrical Journal, 63, 528-557. Page 29 IA community



Simulation Study (Daniel et al 2020)

Data gen eration Treatment effect, Null covariate Effect (Coefficients:(1,0))  Treatment effect, Covariate Effect (Coefficients:(1,1))

o A(t) = yAtY Lexp(6z + Byx) " o\ 8- :
- 1=01,y=15

« Uniform enrollment over 2 years 4- ,
 Administrative censoring at 10 23 . i
years a,. I
Scenarios 5 :
« 6 =1;p6, = 0: treatment effect, null -
covariate effect 0= - 0- T R R ,
e 0 =1; .Bx = 1: treatment effect, 0.7 0.8 0.9 |og(HF1{jO 1.1 12 04 0.6 Io[}g?HR) 10 12

covariate effect
Methods |I| Unadjusted m Adjusted marginal Conditional

« The simulation approach to obtain marginal treatment effect is computationally
expensive. Need to carefully consider study time frame and censoring distribution
« Efficiency gain is not guaranteed for a given study

© 2021 DIA, Inc. All rights reserved. Page 30 DIA community



Current Practice for Study with Time-to-event Endpoint

Covariate adaptive randomization is commonly used (e.g., stratified permuted block
randomization)
. Ensure prognostic factors are balanced between treatment groups
« Factors used in randomization is usually a subset of potential prognostic covariates
. To avoid too many strata
 For study with time-to-event endpoints, the primary analysis is often a stratified analysis
following the stratified randomization
. Stratified analysis targets a conditional estimand
. Unstratified analysis targets a marginal estimand. Conservative under stratified randomization
« Ifthe conditional estimand is interested, is there any room to improve for efficiency without
losing robustness?

. Model misspecification is often concerned for conditional model

Page 31 DIA community
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Robust tests for treatment effect in survival analysis
under covariate-adaptive randomization
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Summary. Covariate-adaptive randomization is popu
patients for balancing treatment assignments across|
on the response. However, existing theery on fests
adaptive randomization is limited to tests under line:
the covariate-adaptive randomization method has be¢
Often, practitioners will simply adopt a conventional
controversial since tests derived under simple randor
| ermor under other randomization schemes. We deriv
likelihood score function under covariate-adaptive ra
subject to possible model misspecification. Usini; thi
likelihood score test that is robust against model mis
is no longer robust but conservative under covariat
that the unstratified log-rank test is conservative anc
under covariate-adaptive randomization. We propost
the partial likelihood score test, which leads to a scor
trary model misspecification under a large family of o
including simple randomization. Furthermore, we sho
test derived under a correctly specified mode! is more
of Pitman’s asymptotic relative efficiency. Simulation
of various tests are presented under several popular
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Inference under Covariate-Adaptive Randomization™
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Abstract

This paper studies inference for the average treatment effect in randomized controlled trials with
covariate-adaptive randemization. Here, by covanate-adaptive randomization, we mean
randomization schemes that first stratify according to baseline covanates and then assign treatment
status so as to achieve “balance” within each stratum. Our main requirement is that the
randomization scheme assigns treatment status within each stratum so that the fraction of umts
being assigned to treatment within each stratum has a well behaved distnbution centered around a
proportion s as the sample size tends to infinity. Such schemes include, for example, Efron’s
biased-coin design and stratified block randomization. When testing the mill hypothesis that the
average treatment effect equals a pre-specified value in such settings, we first show the usual two-
sample ttest is conservative in the sense that it has limiting rejection probability under the mall
hypothesis no greater than and typically strictly less than the nominal level. We show, however,
that a simple adjustment to the usual standard emror of the two-sample ftest leads to a test that is
exact in the sense that its limiting rejection probability imder the mll hypothesis equals the
nominal level. Next, we consider the usual £test (on the coefficient on treatment assigmment) n a
linear regression of cutcomes on treatment assignment and indicators for each of the strata. We

show that this test is exact for the important special case of andonuzation schemes withr = % bt
is otherwise conservative. We agamn provide a smple adjustment to the standard errors that yields
an exact test more generally. Finally, we study the behavior of a modified version of a permmatation
test, which we refer to as the covanate-adaptive permmtation test, that only permutes treatment
status for units within the same stratum. When applied to the usual two-sample tstatistic, we show

that this test 15 exact for randommzation schemes with x = %and that additienally achieve what we
refer to as “strong balance.” For randomization schemes with x # % this test may have limiting
rejection probability under the mull hypothesis strictly greater than the nominal level When
apphied to a swtably adjusted version of the two-sample £statistic, however, we show that this test
is exact for all randomization schemes that achieve “strong balance.” including those withr £ {; A
simulation study confirms the practical relevance of our theoretical results. We conchide with
recommendations for empincal practice and an empinical illustration-



Simulation Studies to Evaluate the Efficiency of Covariates
Adjusted Analysis in a Randomized Study

« Scenario 1: stratification factor in randomization is subset of prognostic
factors
- Data generation: A(t) = 15 exp(0z + Brx; + Brx3)
z is the treatment indicator, negative 6 favors treatment
Prognostic factors: x; = 0 or 1 with Pr(x; = 1) = 0.5; x,~U(0,1)
 Randomization: stratified by x;

e« Scenario 2: continuous prognostic factor is discretized for randomization
« Data generation: same as scenario 1
 Randomization: stratified by x; and discretized x, (x, < 0.5 and x, > 0.5)

« Scenario 3: event time is not generated from the Cox type model
- Data generation: T = exp(0z + fyx; + Byx3) + €
. Z,X1,X, are the same as scenario 1; e~EXP(1)
Positive 6 favors treatment
 Randomization: stratified by x; and discretized x, (x, < 0.5 and x, > 0.5)

Page 33 DI/A\ community



Testing Methods

Log-rank tests
« Unstratified log-rank test
 Type I error is conservative under stratified randomization

« Stratified log-rank test
 Type | error is robust under stratified randomization
Only account for discrete covariates

Tests based on Cox model

A(t) = Ao (t) exp(az + f1x1 + Box7)
 Robust score test (Ye and Shao 2020)

 Type | error is robust to stratified randomization and model misspecification
« Inefficient if the analysis model is very different from the true model

« Wald test
« Type | error is inflated if analysis model is wrong

Ye, T. & Shao J. (2020) Robust Tests for Treatment Effect in Survival Analysis under Covariate-Adaptive Randomization, J.R. Statist. Soc. B 82 (5) 1301-1323
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Fower / Type | error

Scenario 1: Stratification Factor in Randomization iIs
Subset of Prognostic Factors

100% 1

80%

60% 1

40% 1

20%

0% A

No covariate effect Moderate covariate effect Strong covariate effect

betax =0 betax =1 betax =2

Unstratified log-rank test —* Log-rank test stratified by x1

—= Robust score test adjusting x1 and x2 Wald test

When there is no covariate effect,
all methods lead to same result

The unstratified Log-rank test is
conservative under stratified
randomization

Power is enhanced by adjusting
the covariate not considered in
randomization (i.e., robust score
test)

Wald test performs well because
the working model is close to true
model
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Scenario 2: Continuous Prognostic Factor is Discretized
for Randomization

Fower / Type | error

No covariate effect

Moderate covariate effect

Strong covariate effect

betax = 0 betax = 1 betax = 2
100% - 4
'\\Q\
80% -
60% 1 "
40% 1 L}
20% - W

0%

Unstratified log-rank test

—=— Robust score test adjusting x1 and continuous x2

—* Log-rank test stratified by x1 and discrete x2

Wald test

Power is enhanced by adjusting
the original continuous covariate
(i.e., robust score test)

Adjusting for more prognostic
factors in stratified log-rank test
can enhance power
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Scenario 3: Event Time is not Simulated from a Cox Type
Model

Fower / Type | error

No covariate effect Moderate covariate effect Strong covariate effect
betax =0 betax =1 betax =2
100% A
50% - /M  Stratified log-rank test is
. superior to the robust score
; test
40% 1
20% - .
« Type | error of Wald test is
pf g s e S s S S s S | st s s severely inflated since the

theta | | | | working model far from true
model

Unstratified log-rank test —* Log-rank test stratified by x1 and discrete x2

—=— Robust score test adjusting x1 and continuous x2 Wald test
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What Works Well for the Time-to-event Analysis

« Unstratified log-rank test tests a marginal treatment effect. It is conservative under
stratified randomization

« For additional prognostic factors not part of stratification factors for randomization,
Including these variables into the analysis model may further enhance the study
power

e« Some covariates are continuous in nature, adjusting these covariates using their
continuous scale may help to improve efficiency

« “All models are wrong”, consider a robust approach to draw valid statistical
Inference

« Stratified log-rank test performs well in general
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Connection with Classic Theory

“*In proportional hazards model with omitted covariates, B as an
estimator of the regression parameter in the true model Is

asymptotically biased toward zero”
— “Misspecified proportional hazard models” by C.A. Struthers and J.D. Kalbfleisch

Table 1. Values of B* when Z, is omitted from the model

a, a; B*  exp (ay) exp (B*) a, oy B*  exp(a;) exp (B%)
1-0 05 095 2-72 2-59 2.0 05 1-92 7-39 6-82
10 0-85 2-34 10  1-73 5-64 * True model: A(t) = 4¢(t) exp(ayz1 + @32;)
2.0 068 1-97 2-0 1-34 3.83
3.0 059 1-80 3-0 1-10 3-00 : i
Analysis model: A(t) = 1,(t) exp(B*z;)
1-5 0-5 1-43 4-48 4-18 . . .
1-0 1-28 3-60 * The covariate z, is omitted
2.0 1-01 2.75
3.0 086 2-36

a4, and B* are targeting on different estimand!

* Rephrased from Struthers, C.A. and Kalbfleisch, J.D., 1986. Misspecified proportional hazard models. Biometrika, 73(2), pp.363-369.
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Conclusions

» Estimation of treatment effect should align with the target estimand

Conditional estimand and marginal estimand are both population level summary
of treatment effect and should be clearly differentiated

» For binary outcome, standardization procedure is a robust approach to estimate
the marginal treatment effect
» Efficiency gain can be expected if the adjusted covariates have strong prognostic effect

» For time-to-event outcome, standardization procedure is tricky to implement, and
complicated by censoring and time frame

» Stratified log-rank test performs well, robust score test approaches offer good
promises

Page 41 DIA community



Reference

. FDA Guideline (2021), Adjusting for Covariates in Randomized Clinical Trials for Drugs and Biological Products Guidance for Industry

. FDA Guideline (2021), E9 (R1) Statistical Principles for Clinical Trials: Addendum: Estimands and Sensitivity Analysis in Clinical Trials
Guidance for Industry

. Lin, W., 2013. Agnostic notes on regression adjustments to experimental data: Reexamining Freedman’s critique. The Annals of Applied
Statistics, 7(1), pp.295-318.

. Daniel, R., Zhang, J., & Farewell, D. (2021). Making apples from oranges: Comparing noncollapsible effect estimators and their standard
errors after adjustment for different covariate sets. Biometrical Journal, 63, 528-557.

. Diaz, I., Colantuoni, E., Hanley, D. F., & Rosenblum, M. (2019). Improved precision in the analysis of randomized trials with survival
outcomes, without assuming proportional hazards. Lifetime data analysis, 25(3), 439-468.

. Karrison, T., & Kocherginsky, M. (2018). Restricted mean survival time: Does covariate adjustment improve precision in randomized clinical

trials?. Clinical Trials, 15(2), 178-188.
. Lu, X., & Tsiatis, A. A. (2008). Improving the efficiency of the log-rank test using auxiliary covariates. Biometrika, 95(3), 679-694.

. Rosenblum, M., & Van Der Laan, M. J. (2010). Simple, efficient estimators of treatment effects in randomized trials using generalized linear
models to leverage baseline variables. The international journal of biostatistics, 6(1).

. Rauch, G., Brannath, W., Brickner, M. and Kieser, M., 2018. The Average Hazard Ratio—A Good Effect Measure for Time-to-event Endpoints
when the Proportional Hazard Assumption is Violated?. Methods of information in medicine, 57(03), pp.089-100.

. Ye, T. & Shao J. (2020) Robust Tests for Treatment Effect in Survival Analysis under Covariate-Adaptive Randomization, J.R. Statist. Soc. B
82 (5) 1301-1323

. Struthers, C.A. and Kalbfleisch, J.D., 1986. Misspecified proportional hazard models. Biometrika, 73(2), pp.363-369.

. Lin, D.Y. and Wei, L.J., 1989. The robust inference for the Cox proportional hazards model. Journal of the American statistical
Association, 84(408), pp.1074-1078.
. Bugni, F.A., Canay, I.A. and Shaikh, A.M., 2018. Inference under covariate-adaptive randomization. Journal of the American Statistical

Association, 113(524), pp.1784-1796.

Page 42 DI/A\ community



DIA FES T X

DIA community.
o o



Panel Discussion — Question 1
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Panel Discussion — Question 2
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Panel Discussion — Question 3
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